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Abstract — Classical speech enhancement techniques and
recently developed wavelet denoising schemes are applied to
speaker verification systems in noise. Merely applying these
techniques to corrupted testing signals does not properly
decreases the error rates when clean speech is used for
training signals. In this paper, a noise modelling approach is
used to corrupt the training signals according to an estimate
of the noise present in the test signal. We show that this
procedure makes the error rates drop to a fraction of the
original results.
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I. INTRODUCTION

In view of its several important applications, such as
forensic speaker verification, automatic speaker recogni-
tion has been the focus of intensive research. Among the
problems related to the low performance of these systems
in practical implementations, the operation in noisy en-
vironments plays an important role due to its devastating
effect as SNR decreases. In this work, we investigate how
effectively the classical and modern speech enhancement
techniques can mitigate the effects of additive white and
colored noise. Moreover, assuming that we have clean
training signals and noisy testing signals, we show how
to further improve the results when noise estimation and
modelling is used as an attempt to impose the same noisy
environment in both (training and testing) signals.

This paper is organized as follows. Section Il reviews
the fundamentals of spectral subtraction methods used for
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speech enhancement. In Section 111, the most recently
proposed wavelet denoising schemes applied to speech
enhancement are discussed. Then, a short description of
the speaker verification system is presented in Section 1V.
In the next section, speech enhancement techniques are
applied to the speaker verification system and the noise
modelling approach is used to refine the results. The main
conclusions are summarized in Section V1.

Il. SPECTRAL SUBTRACTION-BASED SPEECH
ENHANCEMENT

Boll [1] has carried out the first detailed investigation
on this type of agorithms, which try to recover a signal
s = {s;} from observations of a noisy signal d; =
si+mni,i=1,---,N, where {n;} are independent and
identically distributed Gaussian variables with zero mean
and variance oZ. The enhancement filter G(w) is used to
provide an estimate of the short-time amplitude spectrum
(STAS) of the clean signal as |S(w)| = G(w) - |D(w)|,
D(w) being the FFT of the noisy signal. There are several
ways to obtain G(w). We have considered three methods,
which are briefly described as follows.

A. Power Spectral Subtraction

The first step of this algorithm corresponds to the
estimation of the noise present in the speech signal.
The noise estimate is obtained from the silence frames
of the speech signa and is computed as | N (w)|? =
AN (w)[2 4+ (1 — A)[D(w)|2, where X is the forgetting
factor and determines a trade-off between the variance
of the estimated spectrum and the ability of tracking fast




time variations on the statistics of the noise. The function
G(w) is given by the following expression:
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G(w) = { (1 - ‘IN&UU)IQ) V()] < [D(w)?
0, otherwise
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B. Ephraim—Malah Filter

Ephraim-Malah algorithm [2] uses a minimum mean-
square error STAS estimator. The a posteriori and a priori
SNR’s in frame n are computed as:
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is obtained as |n the previous scheme, and P[] is used
to guarantee that & (n) is always positive (it is defined
as ¢ if x > 0 and 0 otherwise). The filter function, G, is
expressed as

G(&ks Vhs Qi) = %GMMSE(@,%) 3)
where
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qr. 1sthe probability of absence of the speech signal in the
spectral component &, i = (1 — qk)/qr, e = &/ (1 —
Qk)s Vi = 1£ ~Yir Aks Vi, Gk) = ,LLlirA I'(-) is the
Gamma function, I'(1.5) = /7/2 and IO() and I (+)
are the zero and first orders modified Bessel functions,
respectively. In the simulations carried out in this work,
we have used o = 0.99 and ¢, = 0.2 [2].

C. Virag’s Method

Virag [3] has proposed a method that uses a generalized
spectral subtraction function as given by
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where «, typicaly between 1 and 6, is the over—
subtraction factor that decreases musical artifact but in-
creases audible distortion, 8 (usualy 0 < 8 < 1) is the
spectral floor that decreases musical noise but increases
background noise. A signal masking threshold, T'(k), is
used to optimally adapt (in the sense of hearing percep-
tion) the coefficients o and 3. The value of ~ is fixed
to 2. The adaptation is carried out, for each coefficient
of each segment of speech being analyzed, by means of
a linear interpolation ay, = Fiu[min, Qmaz, T(k)] and

ﬂk = Fﬁ[ﬂmin; 6masz(k)] where apin = 1, dmee =6
and Bnin = 0, Bimae = 0,01. The computation of the

G(w) =

otherwise

masking threshold, T'(k), is carried out for each interval
of speech under analysis and is based on a hearing
perception model as in [4].

I1l. WAVELET-BASED SPEECH ENHANCEMENT

Wavelet-based speech enhancement [5]-[7] can be for-
mulated in three steps. Firstly, awavelet decomposition of
J levels is applied to the input signal. Then, a nonlinear
(hard or soft) thresholding function is applied to the
detail coefficients of the transform. The soft—thresholding
function, used in this work, is defined as:

S { (B ) (185k| — 1), 1Bjn] >t

ik 0, otherwise.

(6)

where (3, is the k-th detail coefficient of the noisy
signalinleveljyfl ,J, k= 1,--- n;, and
nj = 57T m Finaly, the wavelet transform is inverted
to obtain the enhanced signal § = 3;. In [5], it is
claimed that the VisuShrink technique, when used with a
soft—threshol ding, achieves near noiseless reconstructions.
Donoho and Johnstone [5] proposed an estimate of the
universal thresholding from ¢ = 61/2log N, where N is
the total number of coefficients and & is an estimate of
the noise level given by 6 = m/0.6745, m being the
median absolute deviation (MAD) of the highest (j = J)
resolution level detail coefficients. In this paper, we use
level dependent thresholding where m is replaced by m
— the MAD at level j of the transform detail coefficients.
The SureShrink algorithm [5]-[7] uses the Stein's
method of unbiased risk estimation (SURE). The k-th
detail coefficient of the wavelet transform of the noisy
signal at level j is defined by 5,1, = ok + 0%, Where
k=1,---,n; 0; = m;/0.6745 are estimates of the
noise level and &;;, are independent random Gaussian
variables with zero mean and unit variance. The mean
square risk of & at level j is defined as R;(3,s) =
Sovl, E[(éjk — i )?]. The threshold ¢, at level j, must
be chosen so as to minimize R;(3,s). In practice, we
do not know «j;,. However, we can choose at; that
minimizes an unbiased risk estimator, R ( s), WhICh is
afunction of o; and B, k =1, It can be shown
that, for soft—thresholding, the m|n|m|zat|on of R (3,9)

leads to
tj = rtn>1(r)lk 1(20? +1* -

SOk >t (D)

where I(x) issuch that if  is alogical variable assuming
the values of true or false, then I(x) = 1 if = istrue, and
I(x) = 0 otherwise.

The use of a neural network to obtain the threshold
was recently proposed in [8]. This method uses a back-
propagation neural network with one hidden layer. The
net is designed such that its output is an estimate #; that
minimizes the mean square error between this estimate
and the ideal threshold, i.e., the one that minimizes
R;(8,s). Theinputs of the neura network are the MAD
and the variance of the detail coefficients at each level of
the wavelet decomposition.



IV. THE AUTOMATIC SPEAKER VERIFICATION
SYSTEM

Our experiments were carried out on a speaker verifica-
tion system implemented with 15 mel-cepstral coefficients
and the Gaussian Mixture Model (GMM) [9]. The input
signal features and the stored model of the pretense
speaker are used to decide for acceptance or rejection
of that speaker.

The mixture of Gaussian probability densities is a
weighted sum of M densities given by p(z|\) =
Zf\il p:ibi(x), where x is a random vector of dimension
N, bi(x), i = 1,..., M, are the densities and p;, i =
1,... M, are the weights of the mixture. Each density is
an N-dimensional Gaussian function with mean vector
p; and covariance matrix K ,;. The Gaussian mixture
densities of the A\ model are parameterized by A\ =
{pivll’ivKi}! i = 13"'7M'

The speaker verification system must decide if a speech
utterance X belongs (or not) to a given speaker with
a previously obtained A model. In the specification of
the likelihood test, we normally use a model for a
universe of false probabilities, namely, the background
model. It is built from a set of false speakers represent-
ing possible impostors to the system. In the logarith-
mic domain, the likelihood ratio is given by A(X) =
log p(X|Ar) — log p(X|Ap) where, Ar, is the model of
the aleged speaker and A is the background model.
If this likelihood is greater than a previously defined
threshold, the speaker is accepted; otherwise, he is re-
jected or classified as an impostor. The likelihood for
a true speaker is directly computed via logp(X|\y) =
157 log p(a¢|A\r). Note that a scale factor 1 was used
to normalize the likelihood according to the duration of
the utterance (7" is the number of feature vectors).

V. IMPROVING THE RESULTS

In the simulations, we have used two data bases. The
first one with speech utterances for testing and training,
consisting of 60 native Brazilian Portuguese male speak-
ers, 10 of them used to form the background. The sample
frequency was set to 8 kH z. The utterances were used
to form a training base with 2 minutes signals, and a
test base with 25 seconds signals, a total of 23,400 false
tests and 600 true tests. Each signal was segmented into
32 ms with 50% of overlapping and each segment was
multiplied by a Hamming window. A pre—emphasis filter
(1 — 0.952~1) was applied. The second data base used
to corrupt the clean signals was NOISEX-92. It contains
samples of different types of noise from which we have
used: factory noise, aircraft cockpit noise, and speech
like noise. We have also used artificially produced white
Gaussian noise.

In the first experiment, the training signas were
noiseless and the testing signals were corrupted with
white noise at different SNR levels. The testing sig-
nals were pre-processed with six different speech en-
hancement algorithms: power spectral subtraction (SS),
Ephraim-Malah filter (EMF), Virag's method, SureShrink

and VisuShrink wavelet—based techniques, and the neura
network—based scheme introduced in [8] (NN). Tab. |
shows the results in terms of Equal Error Rate (EER)
for each case, including the case of no pre-processing or
WithOut Speech Enhancement (WOSE). It can be seen
that Virag's method yields the best results. Nevertheless,
the performance is very poor for all cases.

TABLE |
EER (IN %) FOR CLEAN TRAINING SIGNALSAND CORRUPTED
(WHITE NOISE) TESTING SIGNALS.
[ SNR [ WOSE | SS | EMF [ Virag [ Sure [ Visu [ NN |
47.6 47.8 | 45.8 | 44.3 | 479 | 50.6 | 49.8
44.8 47.6 | 45.9 | 37.6 | 47.6 | 45.9 | 48.4

-5
0
5 41.1 49.1 | 444 | 31.3 | 449 | 43.9 | 45.8
10 28.8 479 | 41.6 | 24.0 | 43.1 | 39.6 | 39.6

The second experiment was also carried with white
noise but the training signal was corrupted with white
noise such that its SNR was 5 dB. The same speech
enhancement algorithms were used in the pre-processing
stage and the new values of EER are shown in Tab. Il.
Comparing to Tab. 1, the results are significantly im-
proved. The good results of this table, when the SNR of
the training signal matches the SNR of the testing signal,
suggest, as expected, that the training signal should be
corrupted with exactly the same amount of noise (same
SNR). On the other hand, additional simulations have
shown that these improved results—due to adding white
noise to the training signal—did not occur when colored
noise was present in the testing signal.

TABLE Il

EER (%) FOR THE CASE OF BOTH TESTING (DIFFERENT VALUES OF

SNR) AND TRAINING (SNR=5 dB) SIGNALS CORRUPTED WITH
WHITE NOISE.

SS [ EMF [ Virag [ Sure [ Visu |

36.3 | 33.6 | 359 | 34.6 | 33.8 | 33.6

245 | 183 | 17.8 | 16.3 | 16.5 | 16.3

-5
0
5 16.0 8.6 6.5 6.3 6.3 6.3
10 13.8 8.2 8.3 8.2 7.8 8.0

[SNR ]| NN

In [10], an alternative approach was suggested when
colored noise was corrupting the testing signals. This new
scheme is based on modelling the noise embedded in the
testing signal. LPC coefficients as well as power level
were estimated from those frames of the testing signal
where only noise was present. From these estimates, it
is possible to synthesize colored noise with a power
spectrum density that approximates the one of the noise
present in the testing signal. The resulting modelled noise
at a proper level is added to the training signal. This
allows the verification process to be carried out in similar
conditions for training and testing. The results of this
method, for three different types of noise and different
values of SNR, are shown in Tab. Ill. It can be seen
that now the performance improvements are significant
not only for different types of noise, but also at different
SNR values.



TABLE Il
EER (%) FOR TRAINING SIGNALS CORRUPTED BY MODELLED
COLORED NOISE ACCORDING TO [10].

SS [ EMF [ Virag || Sure | Visu |
White Noise
-5 21.5 11.0 9.6 8.6 8.3 8.6
0 19.5 10.2 7.2 7.2 7.2 6.7
5 16.6 7.8 7.2 6.0 6.2 6.2
10 10.0 7.0 4.7 5.2 4.8 5.3
Speech Like Noise
-5 20.8 5.7 4.2 5.2 5.2 4.3
0 8.8 3.3 2.5 2.8 2.8 2.7
5 6.2 2.3 1.2 2.3 2.3 2.2
10 4.2 2.0 1.2 2.0 2.0 2.0
Aircraft Cockpit Noise
-5 25.8 11.0 8.0 11.6 | 11.5 10.8

[ SNR

0 13.0 6.3 4.8 5.3 5.2 4.8
5 7.5 4.0 3.3 3.3 3.3 3.2
10 6.2 3.0 2.5 2.7 2.7 2.8

-5 40.6 | 36.6 17.0 16.3 | 16.3 | 16.0
0 20.6 | 17.0 6.6 6.2 5.7 5.7
5 9.2 7.5 4.2 3.0 3.0 3.2
10 7.3 4.2 3.2 2.8 2.8 2.8

V1. CONCLUSIONS

From the results presented in this paper, a number
of important and interesting conclusions can be drawn.
When the testing signa is corrupted by noise, the use
of clean training signa is definitely not appropriate,
independently of the speech enhancement strategy. In case
of using the novel noise modelling approach, Virag's
method results in the best performance when compared
to other spectral subtraction schemes. When both the
wavelet-based neural network speech denoising and the
noise modelling are used, the results obtained are, in
more than 50% of the cases, superior to those obtained
by the other two wavelet-based methods. In 50% of the
cases, the use of the recently proposed neural network
wavel et denoising outperforms Virag's method when both
use noise modelling.

Nevertheless, if a confidence interval is taken into
account, we could say that the performances of both
methods are statistically equivalent. The improved error
rates yielded by the noise modelling scheme is a com-
pelling motivation for using this approach in practical
implementations where different types of additive colored
noise may be present.
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