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ABSTRACT
Proportionate adaptive filters can improve the convergence speed for the identification of sparse systems as compared to their conventional counterparts. In this paper, the idea of proportionate adaptation is combined with the framework of set-membership filtering (SMF) in an attempt to derive novel computationally efficient algorithms. The resulting algorithms attain an attractive faster convergence for both situations of sparse and dispersive channels while decreasing the computational complexity due to the data discerning feature of the SMF approach. Simulations show good results in terms of reduced number of updates, speed of convergence, and final mean-squared error.

1. INTRODUCTION
Frequently used adaptive filtering algorithms like the least mean square (LMS) and the normalized LMS (NLMS) algorithms share the features of low computational complexity and proven robustness. The LMS and the NLMS algorithms have in common that the adaptive filter is updated in the direction of the input vector without favoring any particular direction. In other words, they are well suited for dispersive-type systems where the energy is uniformly distributed among the coefficients in the impulse response. On the other hand, if the system to be identified is sparse, i.e., the impulse response is characterized by a few dominant coefficients, using different step sizes for each adaptive filter coefficient can improve the initial convergence of the NLMS algorithm. This basic concept is explored in proportionate adaptive filters [1, 2, 3], which incorporates the importance of the individual components by assigning weights proportional to the magnitude of the coefficients.

The conventional proportionate NLMS (PNLMS) algorithm [1] experiences fast initial adaptation for the dominant coefficients followed by a slower second transient for the remaining coefficients. Therefore, the slow convergence of the PNLMS algorithm after the initial transient can be circumvented by switching to the NLMS algorithm [4].

Another problem related to the conventional PNLMS algorithm is the poor performance in dispersive or semi-dispersive channels [2]. Refinements of the PNLMS have been proposed [2, 3] to improve performance in a dispersive medium and to combat the slowdown after the initial adaptation. The PNLMS++ algorithm in [2] approaches the problem by alternating the NLMS update with a PNLMS update. The improved PNLMS (IPNLMS) algorithm [3] combines the NLMS and PNLMS algorithms into one single updating expression. The main idea of the IPNLMS algorithm was to establish a rule for automatical switching from one algorithm to the other. Extension of the proportionate adaptation concept to affine projection (AP) type algorithms, proportionate affine projection (PAP) algorithms, can be found in [5, 6].

Using the PNLMS algorithm instead of the NLMS algorithm leads to a 50% increase of the computational complexity. An efficient approach to reduce computations is to employ set-membership filtering (SMF) techniques [7, 8], where the filter is designed such that the output estimation error is upper bounded by a pre-determined threshold.1 Set-membership adaptive filters (SMAF) feature data-selective (sparse in time) updating, and a time-varying data-dependent step size that provides fast convergence to a low steady-state error. In the following we combine the frameworks of proportionate adaptation and SMF. A set-membership proportionate NLMS (SM-PNLMS) algorithm is proposed as a viable alternative to the SM-NLMS algorithm [7] for operation in sparse scenarios. Following the ideas of the IPNLMS algorithm, an efficient weight-scaling assignment is proposed that utilizes the information provided by the data-dependent step size. Thereafter, we propose a more general algorithm, the set-membership proportionate affine projection algorithm (SM-PAPA) that reuses past input-desired data pairs in the same way as the SM-AP algorithm [10]. Finally, the performances of the proposed algorithms are evaluated through simulations which are followed by conclusions.

2. SMF
Set-membership filtering is a framework applicable to filtering problems that are linear in parameters.2 A specification on the filter parameter vector \( \mathbf{w} \in \mathbb{C}^N \) is achieved by constraining the magnitude of the output estimation error, \( e = d_k - \mathbf{w}^H \mathbf{x}_k \), to be smaller than a deterministic threshold \( \gamma \), where \( \mathbf{x}_k \in \mathbb{C}^N \) and \( d_k \in \mathbb{C} \) denote the input vector and the desired output signal, respectively. As a result of the bounded error constraint, there will exist a set of filters rather than a single estimate.

Adaptive SMF algorithms seek solutions that belong to the exact membership set \( \Psi_k \) constructed from the observed input-signal and desired signal pairs,

\[
\Psi_k = \bigcap_{i=1}^k \mathcal{H}_i \quad (1)
\]

where \( \mathcal{H}_i \) is referred to as the constraint set containing all the vectors \( \mathbf{w} \) for which the associated output error at time instant \( k \) is upper bounded in magnitude by \( \gamma \):

\[
\mathcal{H}_k = \{ \mathbf{w} \in \mathbb{C}^N : |d_k - \mathbf{w}^H \mathbf{x}_k| \leq \gamma \} \quad (2)
\]

1For other reduced-complexity solutions, see, e.g., [4] where the concept of partial updating is applied.
2This includes nonlinear problems like Volterra modelling, see, e.g., [9].
Adaptive approaches leading to algorithms with low peak complexity compute a point estimate through projections using information provided by past constraint sets [7, 8, 10].

3. SM-PNLMS

In this section the idea of proportionate adaptation is applied to SMF in order to derive a data-selective algorithm, the SM-PNLMS, suitable for sparse environments.

3.1 Algorithm derivation

The SM-PNLMS algorithm uses the information provided by the constraint set \( \mathcal{G}_k \) and the coefficient updating to solve the optimization problem employing the criterion

\[
w_{k+1} = \arg \min_w \| w - w_k \|_2^2 \text{ subjected to: } \quad w \in \mathcal{H}_k \]

where \( G_k \) is here chosen as a diagonal weighting matrix of the form:

\[
G_k = \text{diag}(g_{1,k}, \ldots, g_{N,k})
\]

The elements values of \( G_k \) will be discussed in Subsection 3.2. The optimization criterion in Eq. (3) states that if the previous estimate already belongs to the constraint set, \( w_k \in \mathcal{H}_k \), it is a feasible solution and no update is needed. However, if \( w_k \notin \mathcal{H}_k \), an update is required. Following the principle of minimal disturbance, a feasible update made such that it ends up on the nearest boundary of \( \mathcal{H}_k \) is given by

\[
w_{k+1} = w_k + \alpha_k e_k^* G_k x_k / x_k^T G_k x_k
\]

where

\[
\alpha_k = \begin{cases} 1 - \frac{\gamma}{|e_k^*|}, & \text{if } |e_k| > \gamma \\ 0, & \text{otherwise} \end{cases}
\]

is a time-varying data-dependent step-size, and \( e(k) \) is the a priori error given by

\[
e_k = d_k - X_k w_k
\]

For the proportionate algorithms considered in this paper, matrix \( G_k \) will be diagonal. However, with other choices of \( G_k \), we can identify from Eq. (5) different types of SM-AP algorithms in literature. For example, choosing \( G_k = I \) gives the SM-NLMS algorithm [7], setting \( G_k \) equal to a weighted covariance matrix will result in the BEACON recursions [11], and choosing \( G_k \) such that it extracts the \( P \leq N \) elements in \( \mathcal{H}_k \) of largest magnitude gives a partial-updating SMF [12]. Next we consider the weighting matrix used with the SM-PNLMS algorithm.

3.2 Choice of weighting matrix \( G_k \)

This section proposes a weighting matrix \( G_k \) suitable for operation in sparse environments.

Following the same line of thought as in the IPNLMS algorithm, the diagonal elements of \( G_k \) are computed to provide a good balance between the SM-NLMS algorithm and a solution for sparse systems. The goal is to reduce the length of the initial transient for estimating the dominant peaks in the impulse response, and, thereafter, to emphasize the input-signal direction to avoid a slow second transient. Furthermore, the solution should not be sensitive to the assumption of a sparse system. From the expression for \( \alpha_k \) in Eq. (6) we see that if the solution is far from the constraint set we have \( \alpha_k \rightarrow 1 \), while close to the steady-state \( \alpha_k \rightarrow 0 \). Therefore, a suitable weight assignment rule emphasizes dominant peaks when \( \alpha_k \rightarrow 1 \) and the input-signal direction (SM-PNLMS update) when \( \alpha_k \rightarrow 0 \). As \( \alpha_k \) is a good indicator of how close a steady-state solution is, we propose to use

\[
g_{i,k} = \frac{1 - \kappa \alpha_k}{N} + \frac{\kappa \alpha_k |w_{i,k}|}{\| w_{k} \|_1}
\]

where \( \kappa \in [0, 1] \) and \( \| w_{k} \|_1 = \sum_{i} |w_{i,k}| \) denotes the \( l_1 \) norm with \( \sum_{i} |w_{i,k}| = 1 \) as in [1, 3]. The constant \( \kappa \) is included to increase the robustness for estimation errors in \( w_k \), and from the simulations provided in Section 5, \( \kappa = 0.5 \) shows good performance for both sparse and dispersive systems. For \( \kappa = 1 \), the algorithm will converge faster but will be more sensitive to the sparse assumption.

The IPNLMS algorithm uses a similar strategy, see [3] for details. The updating expressions in Eqs. (8) and (5) resembles those of the IPNLMS algorithm except for the time-varying step size \( \alpha_k \). From Eq. (8) we can observe: 1) during initial adaptation (during the transient) the solution is far from the steady-state solution, and consequently \( \alpha_k \) is large, and more weight will be put on the strongest components of the adaptive filter’s impulse response; 2) as the error decreases, \( \alpha_k \) gets smaller, all the coefficients become equally important, and the algorithm behaves the SM-NLMS algorithm.

4. SM-PAPA

In this section we extend the results from the previous section to derive an algorithm that utilizes the L most recent constraint sets \( \mathcal{H}_{k-L+1} \). The algorithm, SM-PAPA, includes the SM-AP algorithm [10] as a special case and is suitable whenever the input signal is highly correlated. As with the SM-PNLMS algorithm, the main idea is to allocate different weights to the filter coefficients using a weighting matrix \( G_k \). The SM-PAPA is derived so that its coefficient vector after updating belongs to the set \( \psi_k \) corresponding to the intersection of \( L \) past constraint sets, i.e.,

\[
\psi_k \equiv \bigcap_{i=k-L+1}^k \mathcal{H}_i
\]

If the previous estimate belongs to the \( L \) past constraint sets, i.e., \( w_k \in \psi_k \) no coefficient update is required. Otherwise, the SM-PAPA performs an update according to the following optimization criterion

\[
w_{k+1} = \arg \min_w \| w - w_k \|_2^2 \text{ subjected to: } \quad d_k - X_k w = p_k
\]

where vector \( d_k \in \mathbb{C}^L \) contains the desired outputs from the \( L \) last time instants, vector \( p_k \in \mathbb{C}^L \) has components that obey \( |p_{i,k}| < \gamma \) and so specify the point in \( \psi_k \), and matrix \( X_k \in \mathbb{C}^{N \times L} \) contains the corresponding input vectors, i.e.,

\[
p_k = [p_{1,k} p_{2,k} \ldots p_{L,k}]^T
\]

\[
d_k = [d_k d_{k-1} \ldots d_{k-L+1}]^T
\]

\[
X_k = [x_k x_{k-1} \ldots x_{k-L+1}]^T
\]

Applying the method of Lagrange multipliers for solving the minimization problem of Eq. (10), the update equation of the most general SM-PAPA version is obtained as

\[
w_{k+1} = \begin{cases} w_k + G_k X_k [X_k^H G_k X_k]^{-1} [e_k^* - g_k^*], & \text{if } |e_k| > \gamma \\ w_k, & \text{otherwise} \end{cases}
\]

The choice of \( p_i(k) \) can vary for different problems. Following the ideas of [10], a particular simple SM-PAPA version is obtained if \( p_{i,k} \) for \( i \neq k \) corresponds to the a posteriori error \( d_{k-1,i} - w_k^H x_{k-1,i} \) and \( p_{k,k} = e_k / |e_k| \). The simplified SM-PAPA version has the recursions given by

\[
w_{k+1} = w_k + G_k X_k [X_k^H G_k X_k]^{-1} \alpha_k e_k^* u_1
\]

where \( u_1 = [10 \ldots 0]^T \) and \( \alpha_k \) is given by Eq. (6).
Table 1: The Set-Membership Proportionate Affine-Projection Algorithm.

<table>
<thead>
<tr>
<th>SM-PAPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>for each ( k )</td>
</tr>
<tr>
<td>( e_k = d_k - x_k^H w_k )</td>
</tr>
<tr>
<td>if (</td>
</tr>
<tr>
<td>( \hat{a}_k = 1 - \gamma/</td>
</tr>
<tr>
<td>( \hat{c}<em>k = \frac{1}{\sum</em>{i=1}^{N}</td>
</tr>
<tr>
<td>( G_k = \text{diag}(</td>
</tr>
<tr>
<td>( X_k = [x_k \quad U_k] )</td>
</tr>
<tr>
<td>( \phi_k = x_k - U_k (U_k^H G_k U_k)^{-1} U_k^H G_k x_k )</td>
</tr>
<tr>
<td>( w_{k+1} = w_k + \hat{a}_k \hat{c}_k e_k^* \hat{c}_k \phi_k G_k \phi_k )</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>( w_{k+1} = w_k )</td>
</tr>
</tbody>
</table>

Due to the special solution involving \( u_k \) in Eq. (13), a computationally efficient expression for the coefficient update is obtained by partitioning the input signal matrix as

\[
X_k = [x_k \quad U_k] \tag{14}
\]

where \( U_k = [x_{k-1} \ldots x_{k-L+1}] \). Substituting the partitioned input matrix in Eq. (13) and carrying out the multiplications, we get after some algebraic manipulations (see Appendix)

\[
w_{k+1} = w_k + \frac{\hat{a}_k \hat{c}_k e_k^* \hat{c}_k}{\phi_k^* G_k \phi_k} G_k \phi_k \tag{15}
\]

where vector \( \phi_k \) is defined as

\[
\phi_k = x_k - U_k (U_k^H G_k U_k)^{-1} U_k^H G_k x_k \tag{16}
\]

This representation of the SM-PAPA is computationally attractive as the dimension of the matrix to be inverted is reduced from \( L \times L \) to \( (L-1) \times (L-1) \). As with the SM-PNLMS algorithms, \( G_k \) is a diagonal matrix whose elements are computed according to (8).

Table 1 shows the recursions for the SM-PAPA.

5. SIMULATION RESULTS

In this section, the performances of the SM-PNLMS algorithm and SM-PAPA are evaluated in a system identification experiment. The performance of the NLMS, the IPNLMS, the SM-NLMS, and the SM-AP algorithms are also compared.

First, the first experiment was carried out with an unknown plant with sparse impulse response that consisted of an \( N = 50 \) truncated FIR model from a digital microwave radio channel.2 Thereafter, the algorithms were tested for a dispersive channel, where the plant was a complex FIR filter whose coefficients were generated randomly. Figure 1 depicts the absolute values of the channel impulse responses used in the simulations. For the simulation experiments, we have used the following parameters: \( \mu = 0.4 \) for the NLMS and the PAP algorithms, \( \gamma = \sqrt{2 \sigma_n^2} \) for all SMAFs, \( \kappa = 0.5 \) for all proportionate algorithms. Note that for the IPNLMS and the PAP algorithms, \( g_{ik} = 1 - \frac{1}{\sum_{j=1}^{N} |w_{jk}|} \sum_{j=1}^{N} |w_{jk}|, \quad i = 1, \ldots, N \) correspond to the same updating as in [3] when \( \kappa \in [0, 1] \). The parameters were set in order to have fair comparison in terms of the final steady-state error. The input signal \( x(k) \) was a complex-valued noise sequence, colored by filtering a zero-mean white complex-valued Gaussian noise sequence \( n_i(k) \) through the fourth-order IIR filter \( \gamma(k) = n_i(k) + 0.6617 \gamma(k-1) + 0.3402 \gamma(k-2) + 0.5235 \gamma(k-3) - 0.8703 \gamma(k-4) \), and the SNR was set to 40dB.

The learning curves shown in Figures 2–3 are the result of 500 independent runs and smoothed by a low pass filter. From the learning curves in Figure 2 for the sparse system, it can be seen that the SMF algorithms converge slightly faster than their conventional counterparts at the same level of MSE. In addition to the faster convergence, the SMF algorithms will have a reduced number of updates. In 20000 simulations, the number of times an update took place for the SM-PNLMS, the SM-PAPA, and the SM-AP algorithms were 7730 (39%), 6000 (30%), and 6330 (32%), respectively. This should be compared with 20000 updates required by the IPNLMS and PAP algorithms. From Figure 2, we also see that the proportionate SMF algorithms converges faster than those without proportionate adaptation.

Figure 3 shows the learning curves for the dispersive channel identification, where it can be observed that the performance of the SM-PNLMS algorithm and SM-PAPA is very close to the SM-AP and SM-NLMS algorithms, respectively. In other words, the SM-PNLMS algorithm and the SM-PAPA are not sensitive to the assumption of having a sparse impulse response. In 20000 iterations, the SM-PAPA and the SM-PNLMS algorithm updated 32% and 50%, respectively, while the SM-AP and SM-NLMS algorithms updated 32% and 49%, respectively.

6. CONCLUSIONS

This paper presented novel set-membership filtering (SMF) algorithms suitable for applications in sparse environments. The set-membership proportionate NLMS (SM-PNLMS) algorithm and the set-membership proportionate affine projection algorithm (SM-PAPA) are proposed as viable alternatives to the SM-NLMS and SM-AP algorithms. The algorithms benefit from the reduced average computational complexity from the SMF strategy and fast convergence for sparse scenarios results from proportionate updating. Simulations were presented for both sparse and dispersive

---

1The same approach can be used to reduce the complexity of the Ozeki Umeda’s AP algorithm for the case of unit step size [13].

2The coefficients of this complex-valued baseband channel model can be downloaded from http://spib.rice.edu/spib/microwave.html
impulse responses. It was verified that not only the proposed SMF algorithms can further reduce the computational complexity when compared with their conventional counterparts, the IPNLMS and PAP algorithms, but also present a faster convergence to the same level of MSE when compared with the SM-NLMS and the SM-AP algorithms. The weight assignment of the proposed algorithms utilizes the information provided by a time-varying step size typical for SMF algorithms and is robust to the assumption of sparse impulse response.

7. APPENDIX

The inverse in Eq. (13) can be partitioned as

$$\left(X_k^H G_k X_k\right)^{-1} = \left(\left[x_k U_k\right]^H G_k \left[x_k U_k\right]\right)^{-1} = \begin{bmatrix} a & b^H \end{bmatrix} \begin{bmatrix} C \end{bmatrix}$$

(17)

where

$$a = \frac{1}{\phi_k^H G_k \phi_k} \quad b = -\frac{1}{\phi_k^H G_k \phi_k}$$

(18)

with $\phi_k$ defined as in Eq. (16). Therefore,

$$G_k X_k \left(X_k^H G_k X_k\right)^{-1} u_k = G_k X_k \begin{bmatrix} a \\ b \end{bmatrix} = G_k \phi_k \frac{u_k^H G_k \phi_k}{\phi_k^H G_k \phi_k}$$

(19)
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