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Abstract: This paper presents the performance of the AR-Vector with Cepstral Mean Subtraction (CMS) used to compensate
the distortions caused by distinct telephone channels. The performance obtained with the use of CMS is compared with a
system without compensation. With60s of speech signal used for training and30s used for testing, the error rate without
channel normalization is around2:82% against the1:65% achieved with CMS. For10s testing time, the error rate dropped
from 5:40% to 3:80% when using CMS. For the lowest testing time (3s), the error rate of the AR-Vector is close to19%
regardless the use or not of the normalization technique. Although there is a clear improvement in performance when using
CMS, it is not of major significance. This leads to the conclusion that the AR-Vector classification system is somewhat robust
to channel distortion, especially as the testing time decreases.

1. INTRODUCTION

The recognition of a human being through his voice is one
of the simplest forms of automatic recognition because it
uses biometric characteristics which come from a natural
action, the speech. Speech, being present everywhere from
telephone nets to personal computers, may be the cheapest
form to supply a growing need of providing authenticity and
privacy in the worldwide communication nets [1].

Research in the area of speaker recognition has signif-
icantly grown over the last few years due to a vast area of
applications where the recognition can be used. Some of
these applications are as follows.

– Access control: devices, networks, and data in gen-
eral;

– Authentication for business transactions as a tool to
prevent fraud in: shopping over telephone, credit
card validation, transactions over Internet, bank op-
erations, etc.

– Law enforcement: penitentiary monitoring, forensic
applications, etc.

– Help to handicapped.

– Military use: classified information requiring speaker
verification.

The speech for security purpose can be used with other
validation devices such as magnetic cards and passwords.
It is expected that in the future more and more applications
include man machine iteration: e-mail being used by every-
one and speech operated devices controlling the sound and
the illumination of public environments and cars.

Speaker verification is the task of verifying if a speech
signal (utterance) belongs or not to a certain person, which
means a binary decision. The decisions are carried out in
the so-called speakers open set [2] because the recognition
is done in an unknown speakers set (possible impostors).
As to text dependency, recognition can be dependent or in-
dependent. Systems demanding a pre-determined word or
phrase are text dependent. Such systems can offer precise
and reliable comparisons between two speech signals with
the same text, in phonetically similar environments, requir-
ing only2 to 3 seconds of speech for training and testing. In
text independent systems, such comparisons are not so easy
to be obtained. The performance decreases as compared to
text dependency. Moreover, in order to obtain reasonable
statistics of the signal, it is, in general, necessary from10 to
30 seconds of speech signal for training and testing [3].

The AR-Vector is a model able to capture informations
about the dynamics of a given speaker, interpreted as the
speaker articulatory capacity or, in other words, the way he
or she speaks as time goes by [4].
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The AR-Vector can also be seen as an extension of a
very well known model used in speech processing, the Lin-
ear Predictive Coding (LPC). Whilst the LPC is based on
the linear regression over scalars, AR-Vector is based on
the regression over feature vectors. For an evaluation, AR-
Vector needs a distance measure in order to compare two
models. For this distance, it is usually employed the so-
called Itakura distance [5].

The use of Cepstral Mean Subtraction minimizes the ef-
fect of a transmitting channel; such technique is widely used
for channel normalization [6]. In this work we evaluate its
use in AR-Vector models, when the training and testing tele-
phone channels exhibit distinct characteristics.

This paper is organized as follows. In Section 2, the
AR-Vector is reviewed. Section 3 contains the details of
the system configuration used in our experimental proce-
dure followed by simulation results in Section 4. Finally,
concluding remarks are presented in Section 5.

2. THE AR-VECTOR MODEL

The AR-Vector is actually an extension of the LPC in the
sense that it carries out a prediction among vectors (not
samples), modeling the time evolving of the vectors (in our
case, the feature vectors of speech). The orderp AR-Vector
model for a sequence ofN vectors of dimensionm� 1, in
time domain, is given by:

Xn =

pX
k=1

AkXn�k +En (1)

whereXn andEn are dimensionm�1 vectors, withE rep-
resenting the linear prediction error, andAk being anm�m
prediction matrix. The set of prediction matrices can be rep-
resented by an m � (p + 1) matrix
A = [A0 A1 A2 � � � Ap], withA0 being the iden-
tity matrix orA0 = I.

From the vectorsXn, we can define an estimate of the
autocorrelation matrix:

Rk =

N�kX
n=0

XnX
T
n+k (2)

whereN is the number of vectorsXn available for the esti-
mation. Note thatRk results in am�m matrix.
Ak are obtained by solving the following set of equa-

tions.
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From the previous equation, if we define thepM � pM

Toeplitz autocorrelation matrix asRRR, thepM �M coeffi-
cient matrix asAAA, and thepM �M autocorrelation matrix
on the right-hand side asR, we have:

RRRAAA = R ) AAA =RRR�1R (4)

OnceRRR is a Toeplitz matrix, a well known computation-
ally efficient algorithm (the Levinson-Durbin recursion) can
be used to solve the set of equations [7].

The utilization of the AR-Vector in speaker recognition
requires the use of some measure to evaluate the similar-
ity between two autoregressive models. A widely used dis-
tance measure is the Itakura distance [5] which provides the
distance between two all-poles LPC’s based on the linear
prediction coefficients and on the autocorrelation matrix.

The use of the Itakura distance with the AR-Vector is
presented in [4]. Assuming a stored modelAAA previously
estimated from a given speaker and a modelBBB from a pre-
tense speaker, three distance measures between these two
model are defined for their respective autocorrelation matri-
ces. These measures are:

1. Distance fromBBB toAAA:

d(BBB;AAA) = log

�
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2. Distance fromAAA toBBB:
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3. Symmetric Distance:

dsym =
1

2
[d (BBB;AAA) + d (AAA;BBB)] (7)

The speaker verification system provides a binary out-
put, acceptance or rejection of a pretense speaker. Hence,
an estimation of a threshold�, based on true and false utter-
ances, is required. This threshold is estimated with thetrue
distances, i.e., the two models under comparison are from
the same person, and with thefalse distancesgiven by the
pretense speaker model compared to the other models not
belonging to him.

From these distances, the threshold is estimated taking
into account false acceptance errors and false rejection er-
rors. When a speaker is to be analyzed, he will be accepted
if the resulting distance is lower than the threshold. He will
be rejected otherwise. Fig. 1 presents the AR-Vector verifi-
cation system.

The autoregressive model produces a smoothed model
of the evolving features, capturing information from the dy-
namics of the speaker.
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Fig. 1. AR-Vector Speaker Verification System.

3. EXPERIMENTAL PROCEDURE

The utterances used in our experiments were recorded with
8KHz as sampling rate, electret microphones, and in a low
noise environment. We have used40 male speakers. Each
speaker uttered200 sentences, in Brazilian Portuguese, ex-
tracted from [8]. We have used15 mel-cepstrum coeffi-
cients (MCC) [9], with20ms windows and50% overlap-
ping. The silence between words was eliminated.

In our experiments, the AR-Vector used order2 with
the symmetric Itakura distance (previous experiments have
shown its better performance for this configuration). We
have used60, 30, and10s of speech signal for training and
30, 10, and3s for testing. The setting of the decision thresh-
old was established in order to equally minimize the er-
ror rate between false acceptance—FA (to accept someone
which does not correspond to the true speaker)—and false
rejection—FR (to reject someone which corresponds to the
true speaker). This procedure resulted in an equal error rate
(EER) measure [2]. The training data were corrupted by
a different channel than the testing data—see in Fig. 2 the
frequency responses of the two telephone channels used in
our experiments. The system was evaluated without channel
normalization (WN) and with CMS normalization (CMS).

4. SIMULATION RESULTS

The EER results obtained with the order2 AR-Vector using
the symmetrical Itakura distance and 60s training are shown
in Table. 1. From this table, we can see a2:82% EER when
using30s for testing time without channel normalization.
With CMS, the system performance improves to an EER of
1:65%. When the testing time decreases to10s, the error
rate drops from5:40% to 3:80% with the CMS normaliza-
tion. On the other hand, when3s of speech signal is used for
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Fig. 2. Frequency responses of the telephone channels used
for testing (upper curve) and training (lower curve).

testing, the AR-Vector model is not accurate due to the lack
of data for the cepstral coefficient vectors modeling. For
this reason, normalizing the channel presents no influence
in the verification error rates. The resulting EER is close to
19% with or without CMS.

Table 1. Performance of the AR-Vector for60s training.

System tests(EER % )
30s 10s 3s

WN 2.82 5.40 18.84
CMS 1.65 3.80 18.90

The DET (Detection Error Tradeoff) [10] curves, shown
in Fig. 3, yield the performance of the several system config-
urations for 60s training and 30, 10 and 3s testing. On these
curves it is possible to choose the system operating point in
terms offalse acceptance(FA) andfalse rejection(FR) error
rates according to the desired application.

We can clearly note that the amount of time used for
training and testing has a strong influence on the results: the
system performance improves when more data is available.
The use of the normalization scheme (CMS) has proved to
be effective when the signals (training and testing) are cor-
rupted by different channels. However, the gains provided
by the CMS rapidly decreases with the testing time. For 3s
testing it yields no improvement for any operating point, as
can be seen from Fig. 3.
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Fig. 3. The DET curves showing the performance of the
AR-Vector for60s of training and 30, 10 and 3s testing.

5. CONCLUSION

In this paper we have examined the performance of the AR-
Vector model when using Cepstral Mean Subtraction for the
task of speaker verification when the speech signals used for
training and testing suffered from distortions dues to differ-
ent channels. We have considered the ITU (Recommenda-
tion G.151) and the Line 333 (model of a poor continental
channel) fixed telephone channels for training and testing,
respectively. We have found that the use of CMS with AR-
Vector provided a performance improvement that decreases
as the testing time is reduced. We have also noticed that
the AR-Vector seems to be a promising speaker verification
scheme because it is somewhat robust in case of different
channel distortions: the normalization used (CMS) was in-
deed effective but the results without normalization were
not so far apart. This is probably due to the long term anal-
ysis typically carried out by the AR-Vector. Further studies
concerning the effectiveness of this technique when noise
is added to the channel distorted speech is currently under
investigation.
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